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Part II: BYOL and SimSiam



I. Introduction



Self-supervised 
representation learning

[1]

[1]: figures in introduction from ml.berkeley.edu/blog/posts/contrastive_learning/ and https://towardsdatascience.com/understanding-contrastive-learning-d5b19fd96607

http://ml.berkeley.edu/blog/posts/contrastive_learning/
https://towardsdatascience.com/understanding-contrastive-learning-d5b19fd96607


Self-supervised 
representation learning



Cross-view prediction 
framework

predict

Collapse: constant representation across views is always  predictive of itself! 



Contrastive learning 
framework

discriminate

• Avoids collapse  
• Needs lots of challenging negative examples



Contrastive learning



Contrastive learning

Are negative examples necessary?



II. Bootstrap Your 
Own Latent  (BYOL)



Learning without negative 
examples

predict

• Cross-view prediction framework

• Separate network for prediction and to produce target representations

online 

network

target

network

target

network

target

network• No negative examples, no collapse




Fixed target network

Online network Target network ImageNet accuracy 
of linear classifier

None None (random 
guessing) 0.1%

None fixed ResNet50 
(randomly initialized) 1.4%

ResNet50 (trained) fixed ResNet50 
(randomly initialized) 18.8%

Can we do better with smarter target network?



Bootstrapping

Target network
Target  

representation

Online network

train

update

Target in BYOL: exponential moving average of online network



BYOL architecture

• Loss:

1. Update online network:

2. Update target network:

• Dynamics:

(symmetrized loss)



How does BYOL avoid 
collapse?

• No explicit term to prevent collapse to constant representation, such as negative 
examples in SimCLR


• Important observation: BYOL dynamics will NOT necessarily converge to min of            
w.r.t θ, ξ

Target network update is not in the direction of !

• Hypothesis: there exists no          such that BYOL dynamics is gradient descent on 
jointly over 


• There are still undesirable equilibria, but unstable

Lθ,ξ
θ, ξ

L



Experimental setup
• Augmentations: random flips, color distortion, Gaussian blur, solarization (same as 

SimCLR)

• Architecture: 

• Encoders: ResNet50(101, 150, 200) + MLP with BN

• Predictor: MLP with BN


• Optimization: 
• LARS optimizer

• 1000 epochs

• 512 TPU cores (8 hours)


• Evaluation protocols: 
• Linear evaluation on ImageNet: freeze encoder + train linear classifier

• Semi-supervised training on ImageNet: fine-tuning on 1% - 10% labelled data

• Transfer to other classification tasks: linear evaluation and fine-tuning on other 

datasets



Linear evaluation



Semi-supervised



Transfer learning



Effect of batch size
due to BN



Effect of augmentations

• Crops and flips of the same 
image share similar histogram 


• Without color distortion, 
SimCLR relies on image 
histogram to differentiate 
between views of the same 
image and others


• SimCLR representations are not 
incentivized to retain information 
other than color histogram



What is necessary?
What do we need to learn useful representations (without collapse)?

Negative examples?

Large batch size?

Momentum encoder? ?



III. SimSiam



Siamese networks



Siamese networks



Siamese networks



Minimalistic design
What is the only necessary component? Stop-gradient!

p1

z1 z2



Importance of Stop-grad
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Importance of Stop-grad



Importance of Stop-grad

ImageNet linear evaluation



Other factors?
• Prediction head
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• Similarity function



Other factors?
• Prediction head

• Similarity function

• Symmetrized loss



Other factors?
• Batch size*

*SGD is used, not LARS



Other factors?
• Batch size*

• Batch normalization

*SGD is used, not LARS

unstable training, not representation collapse



How does SimSiam work? 
Hypothesis: SimSiam is an EM-like algorithm. It involves two sets of variables and 
solves two subproblems.
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How does SimSiam work? 
Hypothesis: SimSiam is an EM-like algorithm. It involves two sets of variables and 
solves two subproblems.

Consider loss:

(no predictor yet!)

Optimization problem:

Solution by alternating algorithm:



How does SimSiam work? 

Step 1.

• Update encoder parameters

• Use SGD to solve sub-problem

• Stop-gradient: we don't optimize over

• SimSiam: approx. solution by one step of SGD

η



How does SimSiam work? 

Step 1.

• Update encoder parameters

• Use SGD to solve sub-problem

• Stop-gradient: we don't optimize over

• SimSiam: approx. solution by one step of SGD

η

If this is true, we could run more iterations of SGD!



How does SimSiam work? 
Step 2.



How does SimSiam work? 
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• Solution is




How does SimSiam work? 
Step 2.

• Solution is


• This is the average representation of      over the distribution of augmentations

• Approximate expectation by sampling a single view

x



How does SimSiam work? 
Adding predictor

z1 z2
• Predictor should minimize

• Minimizer:


• Predictor learns to estimate the expectation

• Sampling of     is distributed over the epochs



How does SimSiam work? 
Adding predictor

z1 z2
• Predictor should minimize

• Minimizer:


• Predictor learns to estimate the expectation

• Sampling of     is distributed over the epochs

If this is true, we could estimate expectation using moving average!

Predictor Top-1 acc.
None 0.1%
MLP 68.1%

moving average 55.0%



Results
ImageNet linear evaluation

Transfer learning



Conclusion
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Conclusion
• Self-supervised learning is about learning good representations without human 

annotation

• Contrastive methods learn representations by discriminating between   
different views of the same image and views of a different image

• Now we know that negative examples are not necessary for good 
representation learning

• BYOL and SimSiam learn to predict the representation of an image from 
the representation of another view of the same image

• It is still an open question how these methods learn useful representations 
while avoiding representational collapse





MoCo v2



Connection to EM
Likelihood function

L(θ; X, Z) = p(X, Z |θ)

observed

 data

latent 

variables

unknown 

parameters

Maximum Likelihood Estimate

̂θML = arg max
θ

p(X |θ) = arg max
θ ∫ p(X, Z = z |θ)dz

typically 

intractable



Connection to EM
Expectation-Maximization algorithm

E-step: obtain Expectation of complete likelihood given current model

M-step: update the model given the data by Maximization

Q(θ |θt) := 𝔼Z|X,θ log L(θ; X, Z)

θt+1 = arg max
θ

Q(θ |θt)

Notes:

• This is equivalent to maximizing a lower bound of

• EM step always increases

• No guarantee that it converges to MLE (multi-modal distributions)  

log L(θ; X)
log L(θ; X)



EM derivation

https://people.eecs.berkeley.edu/~pabbeel/cs287-fa13/slides/Likelihood_EM_HMM_Kalman.pdf


