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Diffusion models reverse a Gaussian 
noising process for image generation.

Key idea: tailor diffusion process to the image degradation, 
such that data-consistency is ensured!

Data-consistency is encouraged 
by additional guidance.
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SDP is defined based on a notion of degradation severity: 
x0 yt′ = At′(x0) Gt′→t′′

can be determined
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yt′′ = At′′(x0) A1(x0)
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Reversing the SDP

We learn to iteratively reverse small steps of degradation, which 
we call incremental reconstruction (IR).
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Consistency with the measurement is crucial!

Degradation severity

DiracDiffusion

Incremental Reconstruction Loss (IRL)

Given a degraded image with severity   , we predict a slightly less 
severe (          ) degradation of the clean image.
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Theoretical insights

3) Running [UPDATE] ensures data-consistency in every reverse 
diffusion step (Theorem 3.6).

2) Minimizing IRL enables learning both incremental reconstruction 
and denoising (Proposition A.6).

1) Upper-bound on IR error depends on degradation smoothness 
(Theorem 3.4).

[UPDATE]:

Results

Perceptual image quality (LPIPS, FID) is fundamentally at odds with 
distortion (PSNR, SSIM). We control the trade-off via early-stopping 
the reverse process.
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